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Theme LEDGE
Trusted Substrate

LEDGE/
Reference Platform

LEDGE/
Heterogeneous Platform

Automotive Other Linaro groups
or projects

SOAFEE
Implementation

- U-Boot+ACPI for SystemReady-ES 
- UEFI SecureBoot of Dom0
- UEFI SecureBoot of DomUs

- DOM0 template (Arm)
- RunX kernel template
- Parsec signed containers
- AppArmor | SELinux
- Parsec enabled IMA
- Wireless cleanups

- OCI evolution for accelerators
- Sharing devices with OCI (gpu) with 
3rd party containers
- (see Simulation)

- Xen on SystemReady
    . device init and assignment
    . hypervisor interfaces

- Autoware containers

Linaro IoT and Edge (LITE)
- MCU Boot/FF-M OTA

RealTime 
technologies
And 
deployment

- Low latency PipeWire over TSN
- FDO (Wifi auto admission) 

- RTOS on cortex A/M
- RTOS payloads on Xen
- virtio services between A+R/M

STRATOS (Linaro Virtualization 
project)
-virtualized TSN

Safety and 
Dependable 
technologies

- WP.29 cybersecurity compliance
     . Hardening (anti-glitching…)
- ISO 24089 compliance (auditability…)
- OTA ruggedized E2E CI
      . PSA level 3 readiness    
      . PSA FWU
- Freedom of interference from secure 
firmware

- WP.29 cybersecurity 
compliance
     . Hardening (anti-glitching…)

- WP.29 cybersecurity compliance
     . Xen hardening (anti-glitching…)

LITE
- PSA FWU for MCU

Multitenancy
IP protection

- TEE mediator
- Confidential AI

GSA multi tenancy white 
paper (Linaro, AWS, Msft, 
Rambus, NXP, Arm)

LITE
- Confidential AI

Simulation vECU level 4 (see next slide)
QEMU framework

Nested virtualization 
optimizations

QEMU
- heterogeneous platform support

Automotive infrastructure software activities

http://trustedsubstrate.org
http://trustedsubstrate.org
https://docs.google.com/spreadsheets/d/1S0qNRJRzetBLwE644XOfMw3BWoZQWqj3VTE8BgOVU30/edit?usp=sharing
https://www.iso.org/standard/77796.html
https://docs.google.com/spreadsheets/d/1S0qNRJRzetBLwE644XOfMw3BWoZQWqj3VTE8BgOVU30/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1S0qNRJRzetBLwE644XOfMw3BWoZQWqj3VTE8BgOVU30/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1S0qNRJRzetBLwE644XOfMw3BWoZQWqj3VTE8BgOVU30/edit?usp=sharing




OpenAMP: “Open Asymmetric Multi-Processing” Project

4

Runtime coexistence and collaboration
Runtime hardware resource assignment

Resource sharing and IPC between runtimes
Control mechanisms to start and stop runtimes

Typical system: Linux + RTOS on one system-on-chip

www.openampproject.org.

http://www.openampproject.org


OpenAMP Mission

OpenAMP provides standards, runtime libraries and tooling built on top of 
existing open source projects to simplify runtime collaboration
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Work now to April

● Upstream Build for OpenAMP
○ Build OpenAMP for upstream kernel or staging kernel 
○ Build Upstream libopenamp and libmetal

● CI for OpenAMP V1.0
○ Build full system on each PR (libs) or Patch series (kernel)
○ Trigger QEMU or board test runs

● Integrate hypervisorless virtio into OpenAMP CI
○ Build and test for each PR or commit 
○ for Zephyr fork and kvmtool fork

● Demonstrate System Devicetree on Xilinx QEMU
● User Documentation and Demo
● Supported Boards

○ STMP157c-DK2 (works on STMP157f-DK2 also)
○ Xilinx ZCU102 in Xilinx fork of QEMU 



Aligned work for the rest of 2022
● Verify functionality in target container runtime 
● Xilinx KV260 on boarding in CI

○ ZynqMP quad A53 + dual R5, ~$200
○ Target for Trusted Substrate as well
○ Supports Xen and RT Linux
○ Same SOC as ZCU102 used in QEMU and other projects

● rpmsg character driver improvements & rpmsg tty
○ Currently on v9 and v10 of each patch series

● Sphinx based documentation
○ Official remoteproc / rpmsg spec

● Generic HPP QEMU machine
○ default : 4x A53 + 2x M3 + 2x R5
○ command line options to change to M33 or M55
○ MMR based run/stop per core
○ Mailbox IPC HW
○ Selectable boot core



HPP roadmap https://linaro.atlassian.net/wiki/spaces/HPP/overview 

https://linaro.atlassian.net/wiki/spaces/HPP/overview


2021 2022

Today

Oct Dec Feb Apr Jun Aug Oct

XEN mediator for FF-A and 
OP-TEE29 Oct

Asynchronous notification to 
normal world

21 Jan

PoC to use virtio-rpmb interface with 
tee-supplicant15 

Feb

Virtualization: Access of single 
OP-TEE instance from multiple 

Virtual Machines
30 

Sep

OP-TEE TPMv2 driver 
support15 Apr

Armv8-A secure side virtualization 
(FF-A 1.0)

21 Jan

OP-TEE with FF-A 
1.114 Oct

Enable BTI in 
OP-TEE21 Jan

Proposal - Enable sharing of 
hardware resources between 

different S-EL0 entities
14 Jan

Add Fault Mitigation Patterns in 
OP-TEE15 Jul

SCMI Server in 
OP-TEE21 Jan

Enable PAC  in 
OP-TEE15 Apr

Enable MTE in 
OP-TEE15 Jul

OP-TEE Generic 
Drivers15 Apr

https://linaro.atlassian.net/wiki/spaces/LOC/overview OP-TEE roadmap

https://linaro.atlassian.net/wiki/spaces/LOC/overview


2022 2022

Today

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

VirtIO Watchdog29 May
VirtIO 
SPI3 Mar

VirtIO SCMI and other 
resource management 

approaches28 Feb

VirtIO RPMB
1 Sep

Virtio aware Xen model for QEMU 
for testing additional devices

1 Sep

Fix QEMU's support for Xen on 
arm6430 Apr

XEN mediator for FF-A and 
OP-TEE
28 Dec

virtio-video: Help get standard merged 
to OASIS

31 May

virtio-video: Update Linux frontend 
driver to match latest spec

29 May

virtio-video: Qemu device emulation 
via vhost-user daemon

1 Sep

Virtio GPIO9 Jan Virtio rng31 Mar

Stable rust bindings for the xen-sys 
crate15 Aug

Upstream an "official" rust 
crate15 Aug

Hypercalls to support 
VirtIO15 Aug

Xen Hypervisor support for Stratos 
tasks15 Aug

rust-vmm support for Xen 
VirtIO31 Mar

Xen aware vhost-user 
master31 Aug

VirtIO 
Video31 Mar

Investigate the latency behaviour 
of various host/guest networking 

configurations
31 Mar

Stratos roadmap https://linaro.atlassian.net/wiki/spaces/STR/overview 

https://linaro.atlassian.net/wiki/spaces/STR/overview


Device sharing initiative
Step 1: clearly define problem space
● Hypervisor providers: Xen, VMWare, Windriver, Siemens, Elektrobit, Microsoft, 

OpenSynergy
● Full fledge VM or hardware isolated containers (RunX/Kata containers)
● Linaro & Arm experts
● Linaro members

Step 2: define what we want to do
● Linaro members





Thank you


